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Density functional theory works on the quantum mechanical axiom that everything there is to
know about a material (a multi electron system), can be determined by a many body wave function,
which in turn is related to density of multi electron system. Since its introduction in 1964-65,
Density Functional Theory has contributed immensely to science, specifically to the field of material
science. The accuracy and precision of DFT calculations are established by measuring the numerical
noise in the output. This study is an attempt at validating the application of density functional
theory for crystalline material by finding the variation in Numerical Noise in DFT calculations with
unit cell parameters.
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I. INTRODUCTION

Computational physics, when combined with theory,
explains the why behind material physics, and it helps
us in predicting the previously unobserved chemical phe-
nomenon. Density Functional Theory is a computational
quantum mechanical modelling method which is used in
physics, chemistry and material science to understand
the properties of material using fundamental laws of
quantum mechanics [1]. For multi electron systems, con-
ventional quantum mechanics isn’t feasible to use, e.g.,
even for a single small water molecule, approx 900 inter-
actions have to calculated. There are several approxima-
tion methods used in computational models which can
be broadly classified by Fig. 1

FIG. 1. Accuracy vs cost for various computational methods
[2]

Our field of interest on this paper is density functional
theory, which was postulated in 1964 by Hohenberb and
Kohn, for which Kohn also received the noble prize in
1998. The basic axiom for DFT is that ”All ground state
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properties can be cast as a functional of the charge den-
sity that must be minimised in energy.” Since all compu-
tational methods, including DFT, use some approxima-
tion; its a common practice to keep track of numerical
noise in DFT results while attempting DFT calculations.
Numerical noise can be defined as lack of precision while
attempting the same calculation with different set of pa-
rameters. In this study, we have attempted finding im-
pact of the choice of the unit cell on numerical noise in
DFT calculations.

II. METHODS

The density functional theory calculations for this
study were carried out using Quantum Mobile pack-
age (version 21.05.1). Perdew-Burke-Ernzehof (PBE)
exchange correlation function approximation was used
as implemented in Quantum Expresso code (QE) code.
The CIF file (Crystallographic Information File) for Alu-
minium FCC unit cell was obtained from materialspro-
ject.org [3, 4]

CIF2CELL package (version 2.0.0a3) [5] was used for
generating input file for Quantum Espresso. VESTA
and XCRYSDEN package was used for visualising unit
cells and varying the unit cell parameters. The pseudo-
potential used for the study were obtained from stan-
dard solid-state pseudopotentials (SSSP) library at ma-
terialscloud.org/sssp [6].

For basic convergence testing, k-point mesh (compu-
tational mesh in reciprocal space), and Ecutwfc and
Ecutrho, to determine the wave function and density ba-
sis set size cut off, respectively, was optimised by varia-
tion against total energy value. Geometry optimisation
towards the ground state was performed by ”relax” and
”vc-relax” calculations for coordinates and cell shape re-
spectively. Birch-Murrnaghan fit was used for determin-
ing the equilibrium volume by E(V) scan and EOS fit.

The cell parameters were varied by varying choice of
primitive unit cell and numerical noise on these was cal-
culated by observing the change in total energy parame-
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ter for all.

III. RESULTS AND DISCUSSION

A. Basic Convergence Testing

For optimisation of k-point mesh, variation was done
from 1x1x1 mesh to 47x47x47 in step size two, against the
hydrostatic pressure (kbar). The optimum mesh size was
found to 29x29x29, which is somewhat dense and offered
a run-time of 14.04 seconds, and -5.83 kbar hydrostatic
pressure.

Ecutwfc and Ecutrho, the wave function and density
basis set size cut off were also optimised against hydro-
static pressure (kbar). Ecutwfc was varied from 9 to 69 in
steps of ten, the optimum value being 29 (run time 13.22,
hydrostatic pressure -5.82 kbar). Similarly, Ecutrho var-
ied from 45 to 345 in steps of fifty, the optimum value
being 145. The trend for these is shown in figure 2. Mul-
tiplication factor between these two was varied from 2 to
6 in step of one, and five was found to be the optimum
value.

FIG. 2. Convergence test: hydrostatic pressure vs. energy
cut off

B. Geometry Optimisation

Geometry optimisation results are summarised in the
table 1 below-

Geometry optimisation using energy and pressure variation
for scf, relax and vc-relax calculations

Calculation Total energy (Ry) Hydrostatic press.(kbar)
scf -39.500489 −2.09
relax -39.5004899 −2.09
vc-relax -39.502675 −0.12

Final volume obtained by vc-relax calculation was
111.20770 cubic a.u. (16.47928 cubic Ang).

C. Birch-Murrnaghan equation of state: E(V) and
EOS fit

E(V) scan and EOS fit was performed to determine
Birch-Murrnaghan fit in order to obtain the equilibrium
volume.
For this study, first E(V) scan was done by varying cell

lattice parameter was varied in steps of 0.02 Ang., three
step below and above the initial value. Energy and pres-
sure variation with the same was recorded. Next step was
to fix the target pressure so that volume is the only degree
of freedom. From the resulting volume from each calcula-
tion, and E(V) was performed using ev.x command. The
Birch-Murnaghan equation of state obtained is shown in
figure 3 below. Next step was to fix the target pressure

FIG. 3. E(v) scan for Birch-Murnaghan equation of state

so that volume is the only degree of freedom. From the
resulting volume from each calculation, and E(V) was
performed using ev.x command. The Birch-Murnaghan
equation of state obtained is shown in figure 4 below.

FIG. 4. EOS fit for Birch-Murnaghan equation of state

DFT calculation on the input file generated from this
data showed total energy of -39.50267533 Ry, zero hydro-
static pressure and zero stress on the axes (new lattice
constant being 4.03934 Ang.).

D. Primitive unit cell variation

Eight different variation for primitive cell were done,
having the same volume as obtained from Birch-Murghan
equation of state (EOS fit). Figure 5 shows all eight cells
visualised using Gaussview 06.
After the DFT calculations on each of these cells, re-

sults were summarised in figure 6. Initial unit cell with
three fold symmetry was found to have the lowest energy,
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FIG. 5. Primitive cell variation, visualisaiton with Gaussview
06

moving from there as the choice for parameters got more
unsymmetrical, value of total energy increased. [floatfix]

FIG. 6. Primitive cell parameters and corresponding total
energy calculated using DFT

IV. CONCLUSION

The basic convergence testing resulted in a unit cell
which was 0.757% smaller in volume than the initial vol-
ume generated from the cif file from Materials Project.
From the equilibrium volume, eight primitive unit cells
were generated which did not give the total energy value
equal to the initial unit cell. This might be because of
the fact that the initial cell had three fold symmetry.
This can be concluded by this study that alternate unit
cells having similar volume will not return similar value
of total energy.
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